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Abstract 

There are several advantages to the use of progress curves to analyze the kinetic properties of enzymes but most studies still 
rely on rate measurements. One of the reasons for this may be that progress curve analysis relies on the enzyme and the 
reactants being completely stable under assay conditions. Here a method is described that relaxes this requirement and allows 
progress curve analysis to be applied to unstable enzymes. The procedure is based on a combination of numerical integration and 
non-linear regression to fit rate equations to the progress curve data. The analysis is verified using simulated data and illustrated 
by application to the reaction catalyzed by alkaline phosphatase, measured in the presence of 10 mM EGTA where it has a 
half-life of 3½ min. The method may also be applied to other experimental systems where the development over time reveals 
important properties but where an analytical solution of the underlying model is not known. This extension is illustrated by two 
systems: the coupled reactions catalyzed by pyruvate kinase and lactate dehydrogenase under conditions where both enzymes 
have similar activity; and the transient-state kinetics of the reaction catalyzed by glutamate dehydrogenase. 
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I.  Introduct ion 

In almost any kinetic experiment on an enzyme- 
catalyzed reaction there is a fundamental incompatibil- 
ity between the data and the underlying model. This is 
because most kinetic models are formulated in terms 
of rates of reaction while the usual way in which the 
reaction is monitored is by measuring the amount  of 
reactant remaining or product formed at one or more 
times. To resolve this incompatibility, either the model 
must be integrated to give a description of the time 
course of the reaction or the data must be differenti- 
ated by measuring tangents to the reaction progress 
curves, thereby determining rates. 

Traditionally, enzyme kinetic studies have employed 
the second approach and have focussed on determining 
rates, especially initial rates, but there are advantages 
with each approach. First, if initial rates are measured, 
the substrate concentration is exactly equal to that 
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which is added. However, in the reaction progress 
curve the substrate concentration is automatically var- 
ied as the reaction proceeds providing information 
about the dependence upon substrate concentration of 
the enzyme. Secondly, for initial rates, there is a van- 
ishingly small concentration of potentially inhibitory 
reaction products present, unless these are added de- 
liberately. On the other hand, products of the correct 
stereochemistry and of complete purity are formed 
automatically in a progress curve as the reaction pro- 
ceeds, providing information about the dependence 
upon product concentration of the enzyme. As a conse- 
quence of the above, considerably more information is 
obtained from each assay if the entire progress curve is 
analyzed and a complete description of the kinetic 
properties of the enzyme can be obtained from fewer 
experiments. 

Given these advantages, one may enquire why all 
enzyme kinetic studies do not exploit progress curves. 
Until fairly recently, one of the main reasons was 
probably that the data analysis is considerably more 
complex than that for rate measurements. While sim- 
ple graphical methods may suffice in some instances 
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(see Ref. 1 for review), most systems require non-linear 
regression analysis of the data. This approached was 
pioneered by Nimmo and Atkins [2] and by Fernley [3], 
and involves deriving the integrated rate equation then 
incorporating this into a suitable non-linear regression 
analysis computer program. A few years ago we [4] 
developed a procedure based on the work of Boeker 
[5-7] that greatly simplifies the analysis. This proce- 
dure took advantage of the fact that the process of 
going from a differential rate equation to a functioning 
non-linear regression program is a largely mechanical, 
but tedious and error-prone, process; as such it lent 
itself to automation. Knowing only the differential rate 
equation for a particular mechanism, which have been 
extensively catalogued (e.g., see Ref. 8), it is now 
possible to analyze the progress curves of most en- 
zyme-catalyzed reactions. 

There is a second reason that progress curve analy- 
sis may not be widely used. In some cases the shape of 
the progress curve may not depend solely upon the 
variations in reactant concentrations that are due to 
the catalyzed reaction. The enzyme may undergo a 
progressive inactivation, or some of the reactants may 
undergo side reactions. While there is a simple test to 
detect such problems [9], they are not easily overcome. 
By contrast, progressive loss of enzyme activity or reac- 
tants have relatively little influence when initial rates 
are measured. 

It is unfortunate that the advantages of progress 
curve analysis are lost when there is instability of the 
enzyme and we have tried previously to overcome this 
limitation [10,11]. It was shown theoretically and veri- 
fied in practice that progress curves could be used in 
these circumstances. From the residual substrate con- 
centration after prolonged incubation it is possible to 
determine the inactivation rate constants of various 
complexes along the catalytic pathway. Unfortunately, 
the normal kinetic constants (maximum velocity, 
Michaelis constants and inhibition constants) are not 
obtained readily from the data. 

Here  a new analysis is developed that will allow 
progress curves to be used for kinetic characterization 
of an unstable enzyme. The method is also shown to be 
useful for simultaneous kinetic characterization of two 
or more enzymes in a coupled systems, and for analysis 
of transient-state kinetics. 

2. Theory 

Scheme 1 shows the simplest case of an unstable 
enzyme. There is only one substrate and the reaction is 
irreversible, producing a non-inhibitory product. The 
free enzyme and the enzyme-substrate complex are 
each unstable being converted to the inactive forms F 1 
and F 2 with rate constants of J1 and J2, respectively. 

k tA k 3 
E - - ~ - - - - 2  EA 

1 jl 1 j2 
F 1 F2 

Scheme 1. 

-~ E + P  

The kinetics of this system are described by two differ- 
ential equations describing the rate of loss of active 
enzyme [E']t and the rate of utilization of substrate 
[A]t. 
d[E' ] ,  - [ E ' ] t ( j  1 + j E [ A ] , / K a )  

d---~ - 1 + [ a ] t / K  a (1) 

d[A]t - k a [ E ' ] t [ A ] t / K  a 

dt 1 + [ A ] t / K  a (2) 

If we are to apply progress curve analysis to this 
system we must be able to calculate [A]t at any time. 
These values are compared with the experimental val- 
ues and, by non-linear regression, used to obtain best 
fit values for the various parameters (Jl, ]2, k3 and 
Ka,). It will be noted that these differential equations 
are coupled; that is to obtain an expression for [E'] t 
from Eq. (1) requires a knowledge of [A]t while to 
obtain an expression for [A] t from Eq. (2) requires a 
knowledge of [E'] r Except in some special cases (e.g., 
when Jl is equal to zero or to J2) these equations 
cannot be solved algebraically. 

They can, however, be solved numerically; given 
particular values of the parameters, as well as defined 
starting conditions ([E'] o and [A]o), Eqs. (1) and (2) can 
be evaluated. These rates are applied over a small time 
interval to calculate [E'] t and [A] t after this time. The 
process is then repeated as often as required to obtain 
the entire progress curve for substrate utilization. 

This is a relatively crude method and more sophisti- 
cated algorithms have been described [12]. The method 
selected for the present work is the 3rd and 4th order 
Runge-Kut ta -Feh lberg  procedure with automatic step 
size control. By incorporating this numerical integra- 
tion algorithm into the DNRP53 computer program 
[13] we are able to analyze reaction systems described 
by coupled differential equations. 

We have used three experimental systems to evalu- 
ate the method. The first is an unstable enzyme, bovine 
intestinal mucosal alkaline phosphatase. This is a 
slightly more complex system than Scheme 1 because 
the enzyme is inhibited by one of its products, phos- 
phate ion. Although the enzyme is normally quite 
stable, the essential zinc ion can be removed by E G T A  
leading to inactivation. However, only the free enzyme 
is susceptible to this effect; in the enzyme-substrate 
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Scheme 2. 
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kinase dehydrogenase 

PEP ~ ~- pyruvate ~ - -  lactate 
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Scheme 3. 

complex the zinc is locked in, as it is in the enzyme- 
phosphate complex. The system is described by Scheme 
2 and Eqs. (3) and (4). 

d[E']t  - j l [ E ' ] t  

dt 1 + [A]t/K a + [P] , /Kp (3) 

d[P]t ka[E']t[A],/Ka 

d---7- = 1 + [A] t /K  a + [P]t /Kp (4) 

The second experimental system is the coupled re- 
actions catalyzed by pyruvate kinase and lactate dehy- 
drogenase (Scheme 3). Under the experimental condi- 
tions selected, none of the potential product or dead- 
end inhibitions has any significant effect and the con- 
centration of MgADP is sufficiently high that it re- 
mains constant for all practical purposes. The system is 
shown in Scheme 3 and is defined by Eqs. (5) and (6). 

O[NAD + ]t v L D H  [PYr ] t [NADH] t 

dt  = [pyr]t(Km NADH + [NADH]t)  (5) 

+KmPYr(KNADH + [NADHlt)  

d[pyr]t VmPK[pEP]t  d[NAD+]t  

dt  K PEP + [PEP]t dt  (6) 

The third experimental system is the pre-steady 
state time domain of the reaction catalyzed by bovine 
liver glutamate dehydrogenase [14]. The data are de- 
scribed by the model shown in Scheme 4, where A, B 
and P represent NADP +, glutamate and NADPH, 

respectively. The conversion of EA to EAB is not 
explicitly shown because glutamate was present at a 
very high and constant concentration. The system is 
described by Eqs. (7)-(9) and the experimental mea- 
surements are an estimate of the sum of free and 
bound NADPH (i.e., [EP] t plus [P]t). 

d[EAB]t/dt 

= kl[E]t[A]t  + k 4 [ E P ] , -  (k  2 + k3) [EAB], (7) 

d[EP]t/dt = k3 [EAB] t -  (k  4 + k5)[EP], (8) 

d[P],/d/= ks[EP], (9) 

3. Materials and methods 

Experimental procedures 
Progress curves for alkaline phosphatase were as 

described previously [11]. Briefly, enzyme (141 to 1128 
/xg/ml)  was added to 3 ml reaction mixtures contain- 
ing 4-nitrophenyl phosphate (2 to 10 mM) and 10 mM 
EGTA in 0.15 M NazCO 3 buffer, pH 10.0. The forma- 
tion of the 4-nitrophenolate ion was followed at 479 
nm and 30 ° using a Perkin-Elmer Lambda 3 spectro- 
photometer. 

klA k 3 k5 
E +B _ EAB " EP ~ E+P 

k 2 k4 
Scheme 4. 

2000 REM The following statements define some initial quantities 
2001 M = 4: 'The number of parameters 
2010 N4 = I: 'The number of independent variables (other than time) 
2020 Q = 2: 'The number of differential equations 
2030 F1 = i: 'The fitted variable 

5010 REM Define the differential equations here as functions of: 
5020 REM Y(I),¥(2), etc., the dependent variables 
5030 REM X(1),X(2), etc., a series of independent variables 
5040 REM B(1),B(2), etc., the parameters to be fitted 
5050 REM T (time) 
5060 REM D(1) = f(Y(1),Y(2) ...; X(1),X(2) ... ; T) 
5070 REM D(2) = f(Y(1),Y(2) ...; X(1),X(2) ... ; T) 
5080 REM etc. 
5090 REM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
5100 G1 = X(1) - Y(1): [P]t 
5110 G2 = 1 + G1 / B(2) + Y(1) / B(3): Denominator of differentials 
5120 D(1) = B(1) * Y(2) * (GI / B(2)) / G2: d[P]t/dt 
5130 D(2)  = - B ( 4 )  * Y(2) / G2" d [ E ' ] t / d t  

Fig. 1. Sections of the BASIC program defining Eqs. (3) and (4). Lines 2001 to 2030 set some constants associated with the model while lines 5100 
to 5130 represent the differential equations themselves. 
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Pyruvate k inase / lac ta te  dehydrogenase progress 
curves were as described previously [15]. Reactions 
were performed at 30 ° in 0.1 M potassium-Tes buffer 
(pH 7.5) containing 5 mM ADP, 10 mM MgCl 2 and 6.4 
mM (NH4)2SO 4. Assays (3 ml), which contained 40.5 
to 446.9/zM PEP, 48.6 to 388.5/~M NADH, 1.639/zg 
pyruvate kinase and 0.828 /zg lactate dehydrogenase, 
were followed at 360 nm using a Perkin-Elmer Lambda 
3 spectrophotometer.  

Transient-state kinetics of glutamate dehydrogenase 
were taken from Fig. 1 of Chandler et al. [14]; the data 
concern NADPH formation during the first 200 ms of 
the reaction. Reactions were started by mixing 18 /zM 
enzyme with a mixture of 25 mM glutamate, NADP + 
(1250, 240 or 80/zM),  0.2 M NaCl and 0.1 mM ED TA  
in 50 mM potassium phosphate buffer (pH 7.5). 

Data analysis 
DNRP53 [13] is a general non-linear regression pro- 

gram, written in BASIC, that can be used for a wide 
variety of data analysis problems. The program has 
been modified by inclusion of a numerical integration 
routine that is a BASIC translation of the Runge -  
Kut ta-Fehlberg  algorithm taken from the F O R T R A N  
program, CRICF [14]. In addition, the data input and 
certain internal features of DNRP53 were modified to 
tailor the program to the particular nature of progress 
curve analysis. The resulting program is referred to as 
DNRP-RKF (copies are available from the author). 

To illustrate how the program is adapted to fit a 
particular set of differential equations, alkaline phos- 
phatase will be used as an example. The relevant part 
of the program is shown in Fig. 1 

First some details of the equations are specified in 
lines 2001-2030. These are: (a) the number of fitted 
parameters ( f ou r - -  k3, Ka, Kp and Jl); (b) the number 
of independent variables (one--[A]o);  (c) the number 
of differential equations (two - -Eqs .  (3) and (4)); and 
(d) the fitted variable (one-- i .e . ,  the variable defined 
by the first differential equation, [P]t). 

Lines 5100-5130 the define the differential equa- 
tions themselves. First, [P]t (line 5100) and the denomi- 
nator of Eqs. (3) and (4) (line 5110) are calculated. 
These are then used in the definitions of d[P]t/dt (line 
5120) and d[E']t/dt (line 5130). 

To speed up the data analysis, the program was 
compiled using the Microsoft BASIC Professional De- 
velopment System (version 7.1). The resulting program 
was run on an IBM-compatible computer. 

Simulated data 
In Scheme 1, if Jl is equal to J2, then Eqs. (1) and 

(2) can be integrated analytically to give Eq. (10). 

k3[E' ]o{ 1 - exp( - j l  t) }/Jl 

= [ P ] t -  Ka In(1 - [P] t / [A]o)  (10) 

Given values for k3[E'] o (which will henceforth be 
designated as Vm), Ka, Jl and [A]o, it is possible to 
solve Eq. (10) and thereby calculate [P]t at any time t. 

A simulated curve was calculated as follows. First, 
V m and K a were given arbitrary values of unity; this 
involves no loss of generality since these parameters 
simply define the scale of the time and concentration 
axes. Second, for a given [A]o, the expected time for 
[P]t/[A]o = 0.1, 0.2, and so on up to 0.9 was calculated 
for the case where there is no enzyme inactivation by 
replacing the left hand side of Eq. (10) with Vmt. Third, 
from these time values, the expected [P]t was calcu- 
lated for a chosen value of Jl using Eq. (10). Finally, 
proportional noise was added to these expected values 
of [P]t by multiplying by a value chosen randomly from 
a Gaussian distribution with a mean of 1.0 and particu- 
lar standard deviation. 

Eight sets of curves were calculated, using jl  values 
of 0.03, 0.1, 0.2 and 0.35 using both 1% and 5% noise 
levels. Each set was composed of four curves at [A] o 
values of 0.5, 1.0, 2.0 and 5.0. Each set of four curves 
was then fitted to Eqs. 1 and 2 using DNRP-RKF as 
described above to obtain values for Vm, K~ and J r  
This entire simulation and fitting was repeated 100 
times for each of the eight sets. 

4 .  R e s u l t s  

The results of fitting Eqs. (1) and (2) to the simu- 
lated data are summarized in Table 1. When no ran- 
dom error was included, the fitted values of Vm, K a 
and Jl were identical to those used to generate the 
data. As expected, inclusion of 1% or 5% noise gave 
values for the fitted parameters that differed somewhat 
from the theoretical values. However, the means of the 
fitted values of Vm, K a and jl  from the 100 simulations 
were not significantly different from those used gener- 
ate the data in all cases. 

Table 1 
Analysis of simulated data using Scheme 1 

Jl Error V m Ka Jl 
(%) 

0.03 1 1.0003 ± 0.0070 1.0010 + 0.0114 0.0304 + 0.0032 
0.03 5 0.99665-0.0326 1.0023 + 0.0586 0.0324 + 0.0164 
0.10 1 0.99975-0.0070 0.9998+0.0120 0.1000+0.0029 
0.10 5 1.00215-0.0300 1.0100+0.0547 0.1032+0.0148 
0.20 1 0.9991 ± 0.0067 0.9990 5- 0.0108 0.1999 4- 0.0035 
0.20 5 1.0016± 0.0362 1.0171+ 0.0596 0.2018 ±0.0177 
0.35 1 1.0000 ::1:0.0063 1.0013 + 0.0100 0.3497 ± 0.0038 
0.35 5 0.9955 5- 0.0354 1.0055 ± 0.0576 0.3484 ± 0.0184 

Data were generated as described in the text using values for V m and 
K a of 1.0, and values for Jl and the percent error shown in the first 
two columns. The final three columns show the means and standard 
deviations of values obtained by fitting Eqs. (1) and (2) to 100 
simulations. 
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Fig. 2. Progress curves for the hydrolysis of 4-nitrophenyl phosphate, 
catalyzed by alkaline phosphatase. The data were obtained at en- 
zyme concentrations (top to bottom) of I128, 846, 564, 282 and 141 
p-g/ml using an initial substrate concentration of I0 raM. 

Some representa t ive  progress curves for the hydroly- 
sis of 4-ni t rophenyl  phosphate  are shown in Fig. 2. 
Fi t t ing Eqs. (3) and (4) to these data  gave the results 

Table 2 
Comparison of results from the present analysis with those in the 
literature 

Parameter This s t udy  Literature value 

Alkaline phosphatase a 
k 3 (mmol min -1 mg 1) 0.871 +0.020 0.878_+0.021 b 
K a (mM) 2.58_+0.20 2.70+0.14 b 
Kp (mM) 1.91 +0.15 2.10_+0.18 b 

2.25 + 0.06 ~ 
Jl (min-I) 0.196+0.011 0.209_+0.004 c 

0.196 _+ 0.007 d 
Pyruvate kinase e 

V PK (U mg -1) 370+2 370_+3 r 
331 -+2 b 

KVm Ev (p.M) 36.3_+0.9 36.3+ 1.1 f 
31.3_+0.4 b 

Lactate dehydrogenase c 
V~ DH (U mg - x) 767 + 9 768 + 11 f 

771 + 10 b 
Km NADH (/xM) 13.9+ 1.3 14.0_+ 2.1 f 

26.2+0.9 b 
Km pyr (p-M) 207±3 207-+5 f 

229_+7 b 
K NADH (p-M) 17.0_+0.9 16.9+ 1.5 f 

15.8 -+ 1.3 b 

Glutamate dehydrogenase g 
k 1 (/zM -1 s -1) 20.2+0.16 21.3+0.19 h 

k 2 (s -1) 11.9+2.0 12.1+2.2 h 

k 3 (s -1) 29.8+2.0 31.5+2.5 h 

k 4 (s -1) 63.7_+6.0 70.6_+7.6 h 
k s (s -1) 5.89+0.33 6.13+0.34 h 

a Literature values from Pike and Duggleby [11]. 
o Determined from initial velocity measurements. 
c Calculated from rates of enzyme inactivation. 
d Analysis of residual substrate concentrations. 
e Literature values from Duggleby [15]. 
f Determined by progress curve analysis. 

Literature values from Chandler et al. [14]. 
h Determined from pre-steady state kinetic measurements. 

300 

200 

100 

I 

100 9.00 300 400 500 
Time, s e c  

Fig. 3. Progress curves for the coupled reactions catalyzed by pyru- 
vate kinase and lactate dehydrogenase. Reactions were as described 
in the text with an initial NADH concentration of 386.1 p-M and 
initial PEP concentrations (top to bottom) of 322.6, 247.9, 150.7 and 
68.0 p-M. 

shown in Table  2; the kinetic parameters  are in excel- 
lent  ag reement  with those ob ta ined  previously and, as 
shown by the curves in Fig. 2, describe the data  quite 
well. Fur the r  analysis of these data was unde r t aken  by 
including the added possibility that ei ther  E A  or EP 

(Scheme 1) might be unstable .  For  EP, a value of 
(1.834 + 1.169)" 10 -3 min  -1 was ob ta ined  for the inac- 

t ivation rate constant .  This is 100 t imes less than Jl and 
corresponds to a half-life of 378 min which three t imes 
longer  than  the maximum incubat ion  t ime employed. 
A n  F-test  [16] showed no significant improvement  in 
the overall fit upon  inclusion of this addi t ional  route  of 
enzyme inactivation.  Allowing for E A  inactivation gave 

a negative value for the rate cons tant  ( ( - 2 . 4 9 2  + 
10.251). 10 -3 m i n - 1 )  and again the F-test  indicated no 

significant improvement  in the overall fit. 
Some of the progress curves for the pyruvate ki- 

n a s e / l a c t a t e  dehydrogenase  system are shown in Fig. 
3. The  fitted parameters  are shown in Table  2 and 
again it is seen that these show little difference from 
the l i terature values. The fitted curves (Fig. 3) are in 
excellent ag reement  with the data. 

The  t rans ient-s ta te  kinetics of g lu tamate  dehydro- 
genase are i l lustrated in Fig. 4 and the results of 
analyzing these data are presen ted  in Table  2. While  

there  are some small variat ions be tween the l i terature 
values and  those ob ta ined  here, such as a 10% differ- 
ence in the value of k4, this is undoub ted ly  due to 
inaccuracies in measur ing  the data from the publ ished 
graph. The  fitted curves provide a very good descrip- 
t ion of the data. 

5. D i s c u s s i o n  

Init ially some simulated data were generated;  these 
const i tu ted an impor tan t  test of the procedure  because 
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Fig. 4. Transient-state kinetics of the reaction catalyzed by glutamate 
dehydrogenase. The initial concentration of NADP + was 1250/zM 
(in duplicate), 240 /~M or 80 /xM (in duplicate). Other conditions 
were as described in the next. 

they represent the only objective measure of whether 
the analysis produces the correct values. This is be- 
cause the equation used to generate the data (Eq. (10)) 
and those used to fit them (Eqs. (1) and (2)) were 
different, although each is a representation of the same 
underlying model (Scheme 1) when Jl and J2 are equal. 
As shown by the results in Table 1, the values obtained 
did not differ from the theoretical values. Thus the 
analysis of progress curves by this combined numerical 
integration and non-linear regression program is a reli- 
able procedure. 

Next the analysis was applied to an experimental 
system, alkaline phosphatase. As shown for the curves 
in Fig. 2, which were all obtained at an initial substrate 
concentration of 10 mM, it is clear that each reaction 
ceases well before total exhaustion of the substrate. 
This is due to progressive enzyme inactivation and, in 
accord with the relevant theory [10], the residual sub- 
strate concentration decreases as the initial enzyme 
concentration increases. The published analysis of these 
data [11] used the residual substrate concentrations to 
estimate Jl only. The other kinetic parameters (k3, K a 
and Kp) had to be obtained independently. In the 
present analysis, all four parameters could be obtained 
simultaneously from one experiment and the values 
obtained were in excellent agreement with those pub- 
lished previously. Moreover, it was shown by the ap- 
propriate statistical analysis that both the enzyme-sub- 
strate and the enzyme-phosphate complex were stable 
under these experimental conditions. 

The second experimental system analyzed was the 
coupled reactions catalyzed by pyruvate kinase and 
lactate dehydrogenase. Examination of the data (Fig. 
3) reveals a distinct lag in NAD + formation. This is 
because each of the enzymes is present at similar 
activities and the formation of the final product will 

reflect the kinetics of both reactions. This is not the 
normal method for performing coupled reactions where 
it is usual that the activity of the second enzyme in the 
sequence would be vastly in excess of that of the first. 
These particular data were obtained as a model for the 
normal metabolic situation where none of the enzymes 
is in huge excess, and provided a useful test of the 
present procedure. The fitted parameters obtained 
were in excellent agreement with the previous analysis 
of the same data and corresponded well to values 
determined from independent experiments. 

It is worth noting here that the previous analysis of 
the pyruvate k inase/ lac ta te  dehydrogenase system 
used CRICF [14], a Fortran program written for main- 
frame computers that also combines numerical integra- 
tion with non-linear regression. Other programs that 
achieve similar results have also been described [17-19]. 
The advantage of DNRP-RKF is that it runs on an 
IBM-compatible personal computer and provides a very 
simple way to define any particular set of equations 
(see Fig. 1). However, it might have been expected that 
the previous analysis using CRICF and present analysis 
would yield identical results. The reason for the differ- 
ences is that data analyzed were slightly different; the 
original data files are no longer available and the 
present data set was reconstructed from laboratory 
notebooks. 

There are many biochemical systems described by 
differential equations that cannot be integrated and 
the most common solution to this problem is to differ- 
entiate the data (measure rates). However, this ap- 
proach will often obscure important properties of the 
system. For example, Scheme 1 includes provision for 
instability of a transitory enzyme complex (EA) and the 
only way that this complex can be observed is while 
catalysis is proceeding. Thus one is led naturally to 
observing progress curves, and it is desirable to be able 
to analyze such curves as well. The final system studied 
here, the transient-state kinetics of glutamate dehydro- 
genase, is an example of a situation where rate mea- 
surements are virtually meaningless. By analyzing the 
progress curves it is possible to estimate all of the rate 
constants that describe this system (Scheme 1). 

There are a number of other possible situations 
where the type of analysis described here may prove 
useful. For example, it is known that a number of 
compounds act as slow-binding enzyme inhibitors [20]. 
The slow onset of inhibition is best studied by follow- 
ing progress curves but this should be done under 
conditions where substrate depletion is insignificant. 
This may necessitate high concentrations of substrate 
that tend to obscure the very inhibition that one wishes 
to observe. The present approach offers a facile solu- 
tion to this problem that will allow the progress curves 
for slow-binding enzyme inhibitors to be analyzed even 
when there is considerable substrate depletion. 
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